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Abstract: People communicate with each other to convey their ideas, thoughts to the people around them. But 

this is impossible with deaf and mute people all over the world as they face struggle in expressing their feelings 

to other normal people. Sign language is the only solution to this problem which helps deaf-mute people to 

communicate. The aim behind this work is to develop a flex-sensor based gesture recognition module for 

recognizing the Sign Languages, which provides communication between people with speech impairment and 

normal people. The flex sensors and accelerometer are fitted over the data glove. The voltage signals will then 

processed by microcontroller and sent to voice module where the outputs are stored and produce appropriate 

voice with the help of speaker. 
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I. Introduction 
People who are suffering from speech impairment and hearing impairment uses sign languages so that 

they can communicate with the normal people in the society. Establishing an interaction with deaf and mute 

people is very important nowadays. Gestures are basically the physical action form performed by a person to 

convey some meaningful information. Gestures are a powerful mean of communication among humans. In fact 

gesturing is so deeply rooted in our communication that people often continue gesturing when speaking on the 

telephone. There are various signs which express complex meanings and recognizing them is a challenging task 

for people who have no understanding for that language [1]. Sign language includes hand gestures, facial 

gestures other non-verbal behaviors to convey their meaning. The sign languages have different origin and 

hence it is difficult to interpret. The conventional idea for gesture recognition is to use a camera based system to 

track the hand gestures. The camera based system is comparatively less user friendly as it would be difficult to 

carry around. In addition, it would not be feasible to use it in crowded areas [2]. So the motivation for 

developing such helpful application came from the fact that it would prove to be of utmost importance for 

socially aiding people and how it would help increasingly for social awareness as well [1]. The sign language to 

speech conversion system translate finger signs to speech, using flex sensors and accelerometer which sense the 

gestures made by person. The modules to be present in the proposed system are flex sensor based gesture 

recognition and Voice module. 

 

II. Literature Survey 
Many scientists are working in field of gesture recognition. The work proposed so far can be 

categorized in namely two type one using sensors and other using image processing. Using a portable 

accelerometer (ACC) and surface electromyographic (sEMG) sensors a framework for automatic Chinese sign 

language recognition is implemented, data segmentation is performed to divide a continuous sign language 

sentence into sub word segments, three basic components of sign sub words, namely the hand shape, orientation, 

and movement, are further model and the corresponding component classifiers are learned [3].  [4] It uses low 

cost packaging material, velostat for making piezo-resistive sensors that detects a bend in fingers and the data 

generated is map to a character set by implementing a Minimum Mean Square Error machine learning 

algorithm. M. Delliraj and S.Vijaygakumar propose a system with a flex sensor and IMU (Inertial Measurement 

Unit) to recognize sign symbol, speech synthesis chip for voice output and speech recognizing module for 

converting voice to sign symbol, interfaced with microcontroller [5]. [3-5] presents the sensor based technique. 

[6-13] Propose image processing based technique. A novel method for designing threshold models in a 

conditional random field (CRF) model is proposed which performs an adaptive threshold for distinguishing 

between signs in a vocabulary and non sign patterns; a short-sign detector, a hand appearance-

based sign verification method, and a sub sign reasoning method are included to further 

improve sign language spotting accuracy. It has 87.0% spotting rate and 93.5% recognition rate [12]. A 

Conditional Random Field (CRF) based ISL recognition for complex background using a novel set of features is 
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proposed [9]. [10] Propose Transition movement models (TMMs) to handle transition parts between two 

adjacent signs in large-vocabulary continuous sign language recognition, experiments over a large vocabulary of 

5113 Chinese signs was conducted with average accuracy of 91.9%. Models using Microsoft kinect system are 

proposed in [7,8,11] which uses the hand tracking feature of the device to perform hand gesture spotting. 

Computer vision based technique for gesture recognition of alphabets for Bangladeshi and Indian sign language 

are proposed in [6, 13] respectively.  

 

III. Proposed Methodology 
This project consists of two main modules, one is flex sensor based gesture recognition module and 

another is voice module. Flex sensors and accelerometer are mounted on the glove and they are fitted along the 

length of each of fingers. They are used for sensing the hand movements. Flex sensors are used to measure the 

degree to which the fingers are bent. Accelerometer within the gesture recognition system is used as a tilt 

sensing element, which in turn finds the degree to which the finger is tilted. The flex sensor is interfaced with 

the digital ports of Arduino uno microcontroller. The output data stream from the flex sensor and accelerometer 

are fed to the Arduino microcontroller, where it is processed and converted to its corresponding digital values. 

Microcontroller compares these readings with the predefined values and the corresponding gestures are 

recognized and text is displayed. This text output obtained from the sensor based system is then sent to the voice 

module. Voice module consists of eight channels, in which eight words can be recorded. Voice recording and 

play back module is used for giving audio information to the person. So that sign alphabets will be available in 

audio format through speaker.    

    

 
 

IV. Hardware Specifications 
4.1 Flex sensor 

 The Flex Sensor patented technology is based on resistive carbon elements. As a variable printed 

resistor, the Flex Sensor achieves great form-factor on a thin flexible substrate. When the substrate is bent, the 

sensor produces a resistance output correlated to the bend radius—the smaller the radius, the higher the 

resistance value. Spectra Symbol has used this technology in supplying Flex Sensors for the Nintendo Power 

Glove, the P5 gaming glove. 
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Fig.2 Flex sensor characteristics                          Fig. 3 Flex sensor 

 

4.2 Arduino  

 It is an electronics prototyping platform based on user-friendly software and easy-to-use hardware and 

it is available as an open-source. Arduino runs on Mac, Windows, and Linux. Atmega328 is a microcontroller 

unit present in the Arduino board. Atmega328 (Shown in Fig. 4) has 14 digital I/O pins out of which 6 can be 

used for Pulse width modulation outputs, 6 for analog inputs.  

 

 
Fig. 4 Arduino 

 

1.3 Accelerometer 

 It is an electromechanical device that measures the force of acceleration due to gravity in g unit. It can 

be used in applications requiring tilt sensing. The ADXL335 measures acceleration along X, Y and Z axes and 

gives analog voltage output proportional to the acceleration along these 3 axes. Microcontrollers can process 

these voltages by converting them to digital signals using ADC.  

 

 
Fig.5 Accelerometer 
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4.4 Voice play back module 

 APR33a3 Voice play back provides high quality recording and playback with 11 minutes audio at 8 

KHz sampling rate with 16 bit resolution. The aPR33A series C2.x is specially designed for simple key trigger, 

user can record and playback the message averagely for 1, 2, 4 or 8 voice message(s) by switch, it is suitable in 

simple interface or need to limit the length of single message. 

 
Fig. 6 Voice module 

 

V. Expected Result 
 In this project, the flex sensor and accelerometer mounted on glove will sense the hand movement and 

sent to the microcontroller which processed the data and sent to the voice module which generates the constant 

words which can be heard by normal people with the help of the speaker. 

 

 
Fig. 6 Experimental setup of Digital Glove 

 

VI. Conclusion 
 This project includes the use of Arduino, Flex sensor, Accelerometer and Voice module to convert 

hand gesture into audible speech. This project aims to lower the barrier of communication between mute and 

deaf community with the normal world. Thus, this project will be used by mute and deaf people as Assistant for 

themselves. 
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